
Language model unit:

I Probability and statistics background (last week Wednesday)

I Statistics about language (last week Friday)

I Language models themselves (today)

I Smoothing language models (Wednesday)

I Interpolation among language models (Friday)

I (Finish and apply language models next week)

Today:

I What a language model is

I N-gram language models

I Maximum likelihood and relative frequency

I Evaluating language models
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Russell Hoban and Lillian Hoban, Bread and Jam for Frances. I Can Read edition

2008; originally published 1964



P(Frances did not eat her egg)
= P(egg|Frances did not eat her) · P(Frances did not eat her)
= P(egg|...) · P(her|Frances did not eat) · P(Frances ...eat)

P(w1:n) = P(w1)P(w2|w1)P(w3|w1:2) · · ·P(wn|w1:n−2)

P(wn|w1:n−1) ≈ P(wn|wn−1) or P(wn|wn−2wn−1)


