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It is the next episode in the quest for a better map, and it

anticipates the tree data structures of Chapter 5.

Together these topics continue the conversation of this

book: What ADTs are needed to support a given algorithm?

What data structures implement a given ADT? What algo-

rithms provide the operations of a given data structure?

3.1 Linear-time sorting algorithms

When you studied sorting algorithms—in Sections 1.3 and 1.4

or in an earlier course—you learned to discern good sorts

from bad sorts. Good sorts do work proportional to the size

of the sequence for each level in a binary tree, altogether

costing Θ(n lg n). Bad sorts do work proportional to the size

of the sequence for each element in the sequence, which costs

Θ(n2).

Good sorts Bad sorts
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Shell (see Project 1.2) Bubble

Heap (see Section 3.3)

The ultimate measure for algorithms is their running time,

but as we saw in Section 1.4, counting the number of compar-

isons between elements in a sequence is a reasonable proxy

for running time when comparing sorting algorithms. At least

we can say that if the expected case of a sorting algorithm

makes Θ(n lg n) comparisons, then its running time must be

Ω(n lg n)—that is, it can’t be better than n lg n.

It turns out that Θ(n lg n) is in fact the best we can do for

the expected case of sorting algorithms that make decisions

by comparing elements in the sequence. Put formally,

Theorem 1 If T is an algorithm that sorts a sequence by compar-

ing pairs of elements in the sequence, then the expected running

time of T is Ω(n lg n).

Here is the intuition behind that result.1 The execution of

such a sorting algorithm entails a series of decisions based on

comparing two elements in the sequence, “Which comes first,

this one or that one?” Since any permutation of the sorted


