n—(i+1)
y . . _ k
Proof of Horner's rule loop invariant | y = Z Akti+1X
k=0
Init. After 0 iterations, y =0, i = n by assignment. So

n—(i+1) -1
R . k _ 0=
Ak4i+1 = dkti+1X =U=Yy
k=0 k=0

Maint. Now, suppose this holds true after N iterations, that is

n—(ioyg+1)

k
Yold = Z Fh+igg+1X
k=0
where yoiq and gy are y and i after N iterations. Likewise, let Ve, and inew
be the values after N + 1 iterations.



By assignment inen = i — 1. Then

yI‘IEW

aiO/d + X - .yO/d
. n—(igjg+1) , k
gy T X+ Dok=o Ak+iplg+1%

n—(inew+2)
Qinew—1 T X k=0 Ak+inewX

n— (lnew+2) k+1
Ainew—1 T Z Ak+inewX

n— (lnew+1) k
Qinew—1 T Z Ak +inew+1X

n— (lnew-‘rl) k
30+inew—1X0 + D Ak +inew+1X

n—(inew+1) k
k=0 Ak+inew+1X

by assignment

by substitution
by distribution

by change of variables



Formal definition of big-Theta:

©(g(n)) ={f(n) | 3 c1,c2,np € Nsuch that V n > ng,0 < c1g(n) < f(n) < cg(n)}



g(n) =1n? —3n=0(n?).
Proof. Let ¢; = ﬁ, o= % and ngp = 7. Suppose n > 7. Then

o= 377<3

w S 1. <2

IR U

an® < g(n) < on

Therefore g(n) = ©(n?) by definition. [J



Theorem 3.1. For any two functions f(n) and g(n), we have f(n) = ©(g(n)) iff
f(n) = O(g(n)) and f(n) = Q(g(n)).

Proof. Suppose f = ©(g(n)). Then, by definition of ©, there exist constants
c1, ¢, and ng such that for all n > ng,

0 < c1g(n) < £(n) < cog(n)

Let c = cp. Then 0 < f(n) < c-g(n), hence f(n) = O(g(n)) by definition.
Similarly, let ¢ = ¢1. Then 0 < c - g(n), hence f(n) = Q(g(n)).

Conversely, suppose f(n) = O(g(n)) and f(n) = Q(g(n)). By the definitions,
there exist ¢, and ny such that for all n > ny, 0 < f(n) < c- g(n), and there
exist ¢/, and n} such that for all n > nl, 0 < ¢’ - g(n) < f(n).

Let c; = ¢, @ = ¢, and ng = max(n1, n}). Hence f(n) = ©(g(n)). O



3.1-4. Is 21 =
s 2™ = 0(2M)7 Is 22" = O(2")?



3.1-4. Is 271 = O(2")7 Is 227 = O(2")?
To see that 2771 = O(2"), note that 2"+1 = 2.27 Thus 2 is the constant we're
looking for, and we're done.

Let's attempt a proof that 22" = O(2"). Does 3 ¢, ng | V n < ng, 22" < ¢ -2"? If so,
then

2m.2n
2”

c-2"
c

VARV

... which is impossible.



3-1.d. If k > d, then p(n) = o(n¥).

Proof. Suppose k > d and suppose ¢ > 0. Then

ao+ain+...+agn? < ac+amn+...+amn? where a, = max(ag, a1, ... aq)

< d-axn? (see why | chose ay instead of ap,?)

k

< ¢c-n if nis big enough.

So, wewant d-a, < c- nk=9_ This holds as long as

()
n>
C




