Semester end:

» RNNs and LSTMs (last week Monday)

Machine translation (Today)

Machine translation lab (Wednesday)

Large language models and text generation (Friday and next week Monday)

Ethical questions (next week Wednesday)

vVvyYyyvyy

Review for final exam (next week Friday)

Today:

» Background of the machine translation problem
» Derivation of the encoder-decoder model

» Specific tasks and difficulties of machine translation
» Evaluation of machine translation

» Social and ethical considerations

Diagrams from Jurafsky and Martin, Speech and Language Processing, 3rd ed draft (Jan 7, 2023),
Chapters 9 & 13
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No more fruit until you finish your hot dog.

BWEYESDRYIF. Ry TN T TZET,
No more fruit to complete hot dog.
SERRFYRRv T ERNEY ZLDTIN—Y,
Perfect hot dogs no more fruit.
SEEARYNRY T ETIL—YLET,
Perfect hot dogs over the fruit.
TI—YD DR R YRRy,

Perfect hot dogs on the fruit.
REILEELRYIYY,

The hot dog is the perfect fruit.

Ry RIS, RBER T I—YTT,

Hot dog is the perfect fruit.

Ry bRy 7L 2B T7IL—YTY,

Hot dog is the perfect fruit.
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A simple recurrent neural network shown unrolled in time. Network layers are recalculated for
each time step, while the weights U, ¥ and W are shared across all time steps.

Jurafsky and Martin, Sec 9.1, pg 4



Mext word long and thanks for all
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Training RNNs as language models.

Jurafsky and Martin, Sec 9.2, pg 7
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[ STHIITR RN Autoregressive generation with an RNN-based neural language model.

Jurafsky and Martin, Sec 9.3, pg 11



IQTaNvE Rl A single LSTM unit displayed as a computation graph. The inputs to each unit consists of the
current input, x, the previous hidden state, /, |, and the previous context, ¢,_;. The outputs are a new hidden
state, f1, and an updated context, ¢,.

Jurafsky and Martin, Sec 9.5, pg 16
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(c)
STV NE]  Basic neural units used in feedforward, simple recurrent networks (SRN), and
long short-term memory (LSTM).

Jurafsky and Martin, Sec 9.5, pg 16
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Four architectures for NLP tasks. In sequence labeling (POS or named entity tagging) we map

Jurafsky and Martin, Sec 9.6, pg 17
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I ATLIIR' MY The encoder-decoder architecture. The context is a function of the hidden
representations of the input, and may be used by the decoder in a variety of ways.

Jurafsky and Martin, Sec 9.7, pg 18
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" Separator
Source Text

DTG AW  Translating a single sentence (inference time) in the basic RNN version of encoder-decoder ap-
proach to machine translation. Source and target sentences are concatenated with a separator token in between,
and the decoder uses context information from the encoder’s last hidden state.

Jurafsky and Martin, Sec 9.8, pg 22



E1: “Good morning,” said the little prince.

F1: -Bonjour, dit le petit prince.

E2: “Good morning,” said the merchant.

E3: This was a merchant who sold pills that had
been perfected to quench thirst.

E4: You just swallow one pill a week and you
won't feel the need for anything to drink.

F2: -Bonjour, dit le marchand de pilules perfectionnées qui
apaisent la soif,

F3: On en avale une par semaine et ['on n'éprouve plus le
besoin de boire.

F4: -C'est une grosse économie de temps, dit le marchand.

|—1iﬁ: “They save a huge amount of time," said the merchant.

F5: Les experts ont fait des caleuls.

E6: “Fifty—three minutes a week."

F6: On épargne cinquante-trois minutes par semaine.

E7: “If T had fifty—three minutes to spend?" said the
little prince to himself.

E8: “I would take a stroll to a spring of fresh water”

F7: “Moi, se dit le petit prince, si j'avais cinquante-trois minutes

4 dépenser, je marcherais tout doucement vers une fontaine..."

Usually dynamic programming is used as the alignment algorithm (Gale and
Church, 1993), in a simple extension of the minimum edit distance algorithm

we introduced in Chapter 2.

Jurafsky and Martin, Sec 13.2 (as 10.2), pg 9




Coming up:

» Read J&M chapter 13 (Mon, Nov 27)

> Take the machine translation quiz (Tues, Nov 28)

» Finish stylometry assignment (Fri, Dec 1)

» Do word2Vec programming assignment (Wed, Dec 6)

Remaining things for this semester (not yet posted to Canvas, due dates not set)

» A reading on large language models and/or text generation (not from J&M)
» Another quizz or two

» A short reflection or two on ethical or social questions



